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#### Abstract

Using the basis reduction algorithm of A. K. Lenstra, H. W. Lenstra, Jr. and $\mathbf{L}$. Lovasz [8] and an idea of Buchmann [4], we describe a method for computing maximal systems of independent units in arbitrary number fields. The tables in the supplements section display such systems for the fields $\mathbf{Q}(\sqrt[n]{D})$ where $\mathbf{6 \leq n \leq 1 1}$.


1. Introduction. Let $K$ be an algebraic number field of degree $n \geq 2$ over Q, let $R$ be an order in $K$ and let $E$ be the group of units of $R$. The structure of $E$ was described in 1846 by Dirichlet [6]. He proved that if $K$ has $s$ real and $2 t$ nonreal conjugate fields, then $E$ is the direct product of the finite group of the roots of unity in $E$ and $r=s+t-1$ infinite cyclic groups. In the sequel we assume $r \geq 1$.

Dirichlet's proof was based on his diophantine approximation theorem: Let $\alpha_{1}, \ldots, \alpha_{n} \in R, n \geq 2$; then there exist for any $Q \in R, Q>1$, integers $x_{1}, \ldots, x_{n}$ which are not all zero such that

$$
\begin{align*}
& \left|x_{i}\right| \leq Q, \quad i=2, \ldots, n \\
& \left|\sum \alpha_{i} x_{i}\right| \leq\left|\alpha_{1}\right| Q^{-(n-1)} . \tag{1.1}
\end{align*}
$$

One can find this proof, for example, in Dedekind's classical book [5, §183]. If $n=2$, then the convergents of the continued fraction expansion of $\alpha_{1} / \alpha_{2}$ solve (1.1).

Unfortunately, there exists for $n>2$ no general practical method for the solution of the approximation problem (1.1).

The importance of the unit group inspired many mathematicians to find algorithms which produce systems of fundamental units, or at least systems of independent units. A system $\left\{\varepsilon_{1}, \ldots, \varepsilon_{u}\right\} \subseteq E$ is called independent if $\varepsilon_{1}^{m_{1}} \cdots \varepsilon_{u}^{m_{u}}=1 \mathrm{im}-$ plies $m_{1}=\cdots=m_{u}=0$ for every system of integers $\left\{m_{1}, \ldots, m_{u}\right\} .\left\{\varepsilon_{1}, \ldots, \varepsilon_{r}\right\} \subseteq$ $E$ is called a system of fundamental units if it generates the maximal torsion free subgroup of $E$. Most of the former algorithms are based on generalizations of the continued fraction algorithm and are applicable only to special number fields. For a complete list of references we refer to Brentjes [2] and Buchmann [3].

The method of Pohst and Zassenhaus [10] has another foundation. It produces many integers of bounded norm by solving certain inequalities. This procedure

[^0]yields units because there are only finitely many nonassociated elements of bounded norm in the order $R$. This method was improved by Fincke and Pohst [7].

The basis reduction algorithm of Lenstra, Lenstra and Lovász [8]-in the following LLL-algorithm-solves the following approximation problem very fast:

$$
\begin{align*}
& \left|x_{i}\right| \leq 2^{n / 4} Q, \quad i=2, \ldots, n  \tag{1.2}\\
& \left|\sum x_{i} \alpha_{i}\right| \leq\left|\alpha_{1}\right| Q^{-(n-1)}
\end{align*}
$$

which is slightly weaker than (1.1). Thus, the LLL-algorithm combined with Dirichlet's original idea yields theoretically a useful method for finding independent units. But in practical computation, this combination has the disadvantage that if $Q$ increases, then $\sum x_{i} \alpha_{i}$ decreases very fast, and one must use multiprecision arithmetic. We were able to remove this disadvantage using an idea of Buchmann [4].

We do not vary $Q$ but the $\alpha_{i}$ 's. We apply the LLL-algorithm in each step two times. First we vary the $\alpha_{i}$ 's in such a way that all their conjugates have always the same "small" order of magnitude, and then we solve (1.2) for the new $\alpha_{i}$ 's and with the unchanged $Q$. In this way we compute independent units without handling too large or too small numbers. We are working with such numbers only if we want to calculate the coefficients of the units in the original basis of the order.

The comparison of our computational results in pure quintic fields with tables of fundamental units, computed by the method [3], showed that our method yields often fundamental units. If this is not the case, then one can compute such a system from a set of independent units, for example by the method of Fincke and Pohst [7].

In Section 2 we give an informal description of the basic steps of the algorithm. In Section 3 we study the connection between LLL-reduced bases of lattices, diophantine approximation and the algorithmization of Dirichlet's proof of the unit theorem. Section 4 contains the detailed description of the algorithm. To illustrate the efficiency of the method, we have computed maximal systems of independent units in number fields $\mathbf{Q}(\sqrt[n]{D})$, where $6 \leq n \leq 11$, which are presented in the tables of the supplements section at the end of this issue.
2. First Outline of the Method. Let $K$ be an algebraic number field with $s$ real conjugate fields $K^{(1)}, \ldots, K^{(s)}$ and $t$ pairs of complex conjugate fields $K^{(s+1)}, \overline{K^{(s+1)}}, \ldots, K^{(s+t)}, \overline{K^{(s+t)}}$, and let $R$ be an order of $K$. For every "conjugate direction" $i \in\{1, \ldots, s+t\}$ we construct a sequence $\left(\gamma_{k}\right)_{k \in \mathbf{N}}$ of numbers of bounded norm in $R$ with

$$
\begin{array}{ll}
\left|\gamma_{k}^{(i)}\right|<\left|\gamma_{k-1}^{(i)}\right| & \text { for } k \geq 2, \\
\left|\gamma_{k}^{(j)}\right|>\left|\gamma_{k-1}^{(j)}\right| & \text { for } j \in\{1, \ldots, s+t\}, j \neq i, k \geq 2 \tag{2.1}
\end{array}
$$

Obviously, these numbers have to be pairwise distinct, and after a finite number of steps two of these numbers are associated with a nontrivial unit $\varepsilon_{i}$ satisfying

$$
\begin{equation*}
\left|\varepsilon_{i}^{(i)}\right|<1 \text { and }\left|\varepsilon_{i}^{(j)}\right|>1 \text { for } j \neq i . \tag{2.2}
\end{equation*}
$$

It is well known that every subsystem of cardinality $s+t-1$ in $\left\{\varepsilon_{1}, \ldots, \varepsilon_{s+t}\right\}$ is a maximal system of independent units in $R$ (cf. [9]).

The sequence $\left(\gamma_{k}\right)_{k \in \mathbf{N}}$ is constructed as follows: To initialize the sequence, we set

$$
\begin{equation*}
\gamma_{1}=1 \tag{2.3}
\end{equation*}
$$

Now suppose that we know $\gamma_{k}$. Then we define

$$
\begin{equation*}
R_{k}=\frac{1}{\gamma_{k}} R, \quad N_{k}=\left|N_{K \mid \mathbf{Q}}\left(\gamma_{k}\right)\right| \tag{2.4}
\end{equation*}
$$

and using techniques of diophantine approximation, we compute a number $\beta_{k}$ in the module $R_{k}$ satisfying

$$
\begin{equation*}
\left|\beta_{k}^{(i)}\right|<1, f_{1}>\left|\beta_{k}^{(j)}\right|>1 \quad \text { for } j \in\{1, \ldots, s+t\}, j \neq i \tag{2.5}
\end{equation*}
$$

and

$$
\left|N_{K \mid \mathbf{Q}}\left(\beta_{k}\right)\right| \leq f_{2} N_{k}^{-1}
$$

where $f_{1}, f_{2}$ are constants depending only on the degree $n$ of $K$ and on the discriminant of the order $R$. Then we set

$$
\begin{equation*}
\gamma_{k+1}:=\gamma_{k} \beta_{k} \tag{2.6}
\end{equation*}
$$

Obviously, the sequence $\left(\gamma_{k}\right)_{k \in N}$ constructed like this satisfies the requirements of (2.1).

The advantage of our method is the following: All the conjugates of the numbers $\beta_{k}$ and of the elements in the basis of $R_{k}$ are-independent of $k$-of "small" size during the whole algorithm. Moreover, the question of whether two of the $\gamma_{k}$ 's, e.g., $\gamma_{k_{1}}$ and $\gamma_{k_{2}}$, are associated can be answered in terms of the basis of the corresponding modules, since

$$
\begin{equation*}
\gamma_{k_{1}} \sim \gamma_{k_{2}} \Leftrightarrow R_{k_{1}}=R_{k_{2}} \tag{2.7}
\end{equation*}
$$

In fact, (2.7) follows directly from

$$
\begin{equation*}
\bigwedge_{\alpha \in K}(\alpha R=R \Leftrightarrow \alpha \text { is a unit of } R) . \tag{2.8}
\end{equation*}
$$

Finally, if $\gamma_{k_{1}} \sim \gamma_{k_{2}}\left(k_{1}<k_{2}\right)$, then the corresponding unit can be computed by the formula

$$
\begin{equation*}
\varepsilon_{i}=\prod_{l=k_{1}}^{k_{2}-1} \beta_{l} \tag{2.9}
\end{equation*}
$$

So we do not have to know the $\gamma_{k}$ 's explicitly, and we can carry out all computations, except for the final computation of the unit $\varepsilon_{i}$, using only "small" numbers. For this reason, our method can be applied very efficiently to fields of high degrees and large discriminants.
3. Basis Reduction and Diophantine Approximation. First of all, let us briefly recall some definitions and results of the basis reduction theory of Lenstra, Lenstra and Lovász [8].

Let $L$ be a complete lattice in $\mathbf{R}^{n}$, and let $d(L)$ be the volume of its fundamental parallelotope. For a basis $b_{1}, \ldots, b_{n}$ of $L$ the vectors $b_{i}^{*}(1 \leq i \leq n)$ and the real numbers $\mu_{i j}(1 \leq j<i \leq n)$ are inductively defined by

$$
\begin{aligned}
b_{i}^{*} & :=b_{i}-\sum_{j=1}^{i-1} \mu_{i j} b_{j}^{*} \\
\mu_{i j} & :=\left(b_{i}, b_{j}^{*}\right) /\left(b_{j}^{*}, b_{j}^{*}\right)
\end{aligned}
$$

where (, ) denotes the ordinary inner product on $\mathbf{R}^{n}$. The basis $b_{1}, \ldots, b_{n}$ is called $L L L$-reduced if and only if

$$
\left|\mu_{i j}\right| \leq \frac{1}{2} \text { for } 1 \leq j<i \leq n,
$$

and

$$
\left|b_{i}^{*}+\mu_{i, i-1} b_{i-1}^{*}\right|^{2} \geq \frac{3}{4}\left|b_{i-1}^{*}\right|^{2} \quad \text { for } 1<i \leq n
$$

(3.1) Lemma. Let $b_{1}, \ldots, b_{n}$ be a reduced basis of $L$; then we have

$$
\begin{align*}
d(L) & \leq \prod_{i=1}^{n}\left|b_{i}\right| \leq 2^{n(n-1) / 4} d(L)  \tag{3.2}\\
\left|b_{1}\right| & \leq 2^{(n-1) / 4} d(L)^{1 / n} \tag{3.3}
\end{align*}
$$

The LLL-algorithm yields an LLL-reduced basis of any lattice.
In view of (2.4) we now discuss free $\mathbf{Z}$-modules of rank $n$ in $K$ of the form

$$
\begin{equation*}
M=\frac{1}{\gamma} R \tag{3.4}
\end{equation*}
$$

with a number $\gamma \in R$.
We apply the LLL-algorithm in two different situations:
(a) Since we want to carry out computations in $M$, we need a convenient basis of $M$. From the geometry of numbers it is well known that the mapping

$$
\begin{aligned}
K & \rightarrow \mathbf{R}^{n} \\
\alpha & \rightarrow \underline{\alpha}:\left(\alpha^{(1)}, \ldots, \alpha^{(s)}, \operatorname{Re} \alpha^{(s+1)}, \ldots, \operatorname{Re} \alpha^{(s+t)}, \operatorname{Im} \alpha^{(s+1)}, \ldots, \operatorname{Im} \alpha^{(s+t)}\right)^{T}
\end{aligned}
$$

is a monomorphism of $K$, and that the image $\underline{M}$ of the module $M$ is a complete lattice in $\mathbf{R}^{n}$ (cf. [ 1 , Chapter II, §3]). We call a Z-module basis of $M$ LLL-reduced, if the corresponding lattice basis has this property.
(3.5) LEMMA. Let $\alpha_{1}, \ldots, \alpha_{n}$ be an LLL-reduced basis of $M$. Then we have

$$
C_{1}^{-(n-1)} N^{-1 / n} \leq\left|\alpha_{i}^{(j)}\right| \leq C_{1} N^{-1 / n} \quad \text { for } 1 \leq i \leq n, 1 \leq j \leq s+t
$$

with $N:=\left|N_{K \mid Q}(\gamma)\right|$ and $C_{1}=\left(2^{(n+2) / 2} n^{-1}\right)^{(n-1) / 2} \Delta$, where $\Delta$ is the volume of the fundamental parallelotope of the lattice $\underline{R}$.

Proof. First of all, note that the volume of the fundamental parallelotope of $\underline{M}$ is given by the formula

$$
\begin{equation*}
d(\underline{M})=N^{-1} \Delta . \tag{3.6}
\end{equation*}
$$

Now it follows from (3.2) that

$$
\begin{equation*}
\prod_{i=1}^{n}\left|\underline{\alpha}_{i}\right| \leq 2^{n(n-1) / 4} N^{-1} \Delta \tag{3.7}
\end{equation*}
$$

where $\left|\underline{\alpha}_{i}\right|^{2}=\sum_{j=1}^{s+t}\left|\alpha_{i}^{(j)}\right|^{2}$ for $1 \leq i \leq n$.
On the other hand, we have for every $0 \neq \alpha \in M$,

$$
\begin{equation*}
|\underline{\alpha}| \geq(n / 2)^{1 / 2} N^{-1 / n} . \tag{3.8}
\end{equation*}
$$

In fact, if $\alpha \in M$, then there is a number $\tilde{\alpha} \in R$ with $\alpha=\tilde{\alpha} / \gamma$ and

$$
2|\underline{\alpha}|^{2} \geq \sum_{j=1}^{s}\left|\alpha^{(j)}\right|^{2}+2 \sum_{j=s+1}^{s+t}\left|\alpha^{(j)}\right|^{2} \geq n\left|N_{K \mid \mathbf{Q}}(\alpha)\right|^{2 / n}
$$

The second inequality of (3.5) follows from (3.7) and (3.8). In order to prove the first inequality, note that

$$
\begin{array}{ll}
N^{-1} \leq\left|N_{K \mid \mathbb{Q}}\left(\alpha_{i}\right)\right| \leq\left|\alpha_{i}^{(j)}\right| C_{1}^{(n-1)} N^{-(n-1) / n} & \text { for } 1 \leq i \leq n \\
& \text { and } 1 \leq j \leq s+t
\end{array}
$$

(b) In view of (2.2), the second application of the LLL-algorithm yields a number $\beta \in M$ satisfying

$$
\begin{equation*}
\left|\beta^{(i)}\right|<1,\left|\beta^{(j)}\right|>1 \text { for } j \neq i \text { and }\left|N_{K \mid \mathbf{Q}}(\beta)\right| \leq C N^{-1} \tag{3.9}
\end{equation*}
$$

for every conjugate direction $i \in\{1, \ldots, s+t\}$. The constant $C$ does not depend on $M$ but only on $R$.

For the rest of this section we fix a conjugate direction $i \in\{1, \ldots, s+t\}$, and we assume that $\alpha_{1}, \ldots, \alpha_{n}$ is an LLL-reduced basis of $M$. Moreover, the numbers $C_{k}$, $k \in \mathbf{N}$, always denote effective constants depending only on the degree $n$ of $K$ and on the volume $\Delta$ of the fundamental parallelotope of $R$. Every number $\beta \in M$ has a representation

$$
\beta=\sum_{l=1}^{n} x_{l} \alpha_{l} \quad \text { with } x_{l} \in \mathbf{Z} \text { for } 1 \leq l \leq n
$$

We compute $\beta$ of (3.9) solving the following approximation problem:

$$
\begin{gather*}
\left|\beta^{(i)}\right|^{e_{i}}<C_{2} \kappa^{-\left(n-e_{i}\right)} N^{-e_{i} / n} \\
\left|x_{l}\right|<C_{3} \kappa \quad \text { for } 1 \leq l \leq n \tag{3.10}
\end{gather*}
$$

with $\kappa \geq 1$ and

$$
e_{i}= \begin{cases}1 & \text { if } 1 \leq i \leq s \\ 2 & \text { if } s+1 \leq i \leq s+t\end{cases}
$$

(3.11) Lemma. If $\beta$ satisfies (3.10), then we have

$$
\begin{gathered}
C_{4} \kappa N^{-1 / n} \leq\left|\beta^{(j)}\right| \leq C_{5} \kappa N^{-1 / n} \quad \text { for } j \neq i, \\
\left|N_{K \mid \mathbf{Q}}(\beta)\right| \leq C_{6} N^{-1} .
\end{gathered}
$$

Proof. Applying (3.5) and (3.10), we find

$$
\begin{equation*}
\left|\beta^{(j)}\right|=\left|\sum_{l=1}^{n} x_{l} \alpha_{l}^{(j)}\right| \leq C_{5} \kappa N^{-1 / n} \tag{3.12}
\end{equation*}
$$

By virtue of the fact that

$$
N^{-1} \leq\left|N_{K \mid \mathbf{Q}}(\beta)\right|=\prod_{l=1}^{s}\left|\beta^{(l)}\right| \prod_{l=s+1}^{s+t}\left|\beta^{(l)}\right|^{2},
$$

the first inequality follows from (3.10) and (3.12).
Since the bound for the norm of $\beta$ does not depend on the constant $\kappa$, we choose $\kappa$ such that (3.9) is satisfied. The approximation problem (3.10) is solved by means of the LLL-algorithm.

First of all, let us assume that $i$ is a real direction, i.e., $1 \leq i \leq s$.
Consider the matrix

$$
U:=\left[\begin{array}{ccccc}
0 & 0 & 0 & \cdots & \delta  \tag{3.13}\\
0 & 0 & 0 & \cdots & 0 \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
0 & 0 & \delta & \cdots & 0 \\
0 & \delta & 0 & \cdots & 0 \\
\alpha_{1}^{(i)} & \alpha_{2}^{(i)} & \alpha_{3}^{(i)} & \cdots & \alpha_{n}^{(i)}
\end{array}\right]
$$

where $\alpha_{1}, \ldots, \alpha_{n}$ is a $L^{3}$-reduced basis of $M$ and

$$
\begin{equation*}
\delta:=2^{-n / 4}\left|\alpha_{1}^{(i)}\right| \kappa^{-n} \tag{3.14}
\end{equation*}
$$

We apply the LLL-algorithm to the columns of $U$. The result is a matrix $\tilde{U}$ which we get from $U$ by multiplication by a unimodular transformation matrix $T=\left(t_{i j}\right)_{1 \leq i, j \leq n} \in \mathbf{Z}^{(n, n)}$. If we define

$$
\begin{gathered}
x_{l}:=t_{l i} \quad \text { for } 1 \leq l \leq n, \\
\beta:=\sum_{l=1}^{n} x_{l} \alpha_{l},
\end{gathered}
$$

then $\beta$ solves (3.10).
In fact, since the fundamental parallelotope of the lattice spanned by the columns of $U$ is of volume

$$
d(U)=\left|\alpha_{1}^{(i)}\right| \delta^{n-1}=2^{-n(n-1) / 4}\left|\alpha_{1}^{(i)}\right|^{n} \kappa^{-n(n-1)}
$$

it follows from (3.3) and (3.5) that

$$
\begin{align*}
\left|\beta^{(i)}\right| & \leq\left|\alpha_{1}^{(i)}\right| \kappa^{-(n-1)} \leq C_{1} \kappa^{-(n-1)} N^{-1 / n}  \tag{3.15}\\
\left|x_{l}\right| & \leq 2^{n / 4} \kappa \text { for } 2 \leq l \leq n
\end{align*}
$$

and we are ready if we prove an upper bound for $x_{1}$. We get this upper bound if we divide

$$
\begin{aligned}
\left|x_{1} \alpha_{1}^{(i)}\right| & =\left|\sum_{l=1}^{n} x_{l} \alpha_{l}^{(i)}-\sum_{l=2}^{n} x_{l} \alpha_{l}^{(i)}\right| \\
& \leq\left|\beta^{(i)}\right|+(n-1) 2^{n / 4} C_{1} \kappa N^{-1 / n}
\end{aligned}
$$

by $\left|\alpha_{1}^{(i)}\right|$. In fact, this yields

$$
\begin{equation*}
\left|x_{1}\right| \leq C_{7} \kappa N^{-1 / n} /\left|\alpha_{1}^{(i)}\right| \leq C_{3} \kappa . \tag{3.16}
\end{equation*}
$$

Now assume that $i$ is a "complex direction", i.e., $s<i \leq s+t$. This time we apply the LLL-algorithm to the columns of

$$
U=\left[\begin{array}{ccccc}
0 & 0 & 0 & \cdots & \delta  \tag{3.17}\\
0 & 0 & 0 & \cdots & 0 \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & \delta & \cdots & 0 \\
\operatorname{Re} \alpha_{1}^{(i)} \operatorname{Re} \alpha_{2}^{(i)} \operatorname{Re} \alpha_{3}^{(i)} \cdots & \operatorname{Re} \alpha_{n}^{(i)} \\
\operatorname{Im} \alpha_{1}^{(i)} \operatorname{Im} \alpha_{2}^{(i)} \operatorname{Im} \alpha_{3}^{(i)} \cdots & \operatorname{Im} \alpha_{n}^{(i)}
\end{array}\right]
$$

where

$$
\begin{equation*}
\delta=2^{-n(n+1) /(4(n-2))} D^{1 / 2} \kappa^{-n / 2} \tag{3.18}
\end{equation*}
$$

with

$$
D=\left|\operatorname{Re} \alpha_{1}^{(i)} \operatorname{Im} \alpha_{2}^{(i)}-\operatorname{Re} \alpha_{2}^{(i)} \operatorname{Im} \alpha_{1}^{(i)}\right|
$$

Let $\left(t_{i j}\right)_{1 \leq i, j \leq n} \in \mathbf{Z}^{(n, n)}$ be the unimodular matrix which transforms $U$ into the corresponding reduced matrix. Then we again fix

$$
\begin{align*}
& x_{l}=t_{l 1} \quad \text { for } 1 \leq l \leq n, \\
& \beta:=\sum_{l=1}^{n} x_{l} \alpha_{l} \tag{3.19}
\end{align*}
$$

and we prove that $\beta$ satisfies (3.10).
Obviously, it follows from (3.5) that

$$
\begin{equation*}
D \leq C_{8} N^{-2 / n} \tag{3.20}
\end{equation*}
$$

But we also need a lower bound for $D$, and this is given in
(3.21) Lemma. For $l_{1}, l_{2} \in\{1, \ldots, n\}$ set

$$
D_{l_{1} l_{2}}:=\left|\operatorname{Re} \alpha_{l_{1}}^{(i)} \operatorname{Im} \alpha_{l_{2}}^{(i)}-\operatorname{Re} \alpha_{l_{2}}^{(i)} \operatorname{Im} \alpha_{l_{1}}^{(i)}\right|
$$

Then there are numbers $l_{1}, l_{2} \in\{1, \ldots, n\}$ such that

$$
\begin{equation*}
D_{l_{1} l_{2}} \geq C_{9} N^{-2 / n} \tag{3.22}
\end{equation*}
$$

Proof. If $D_{l_{1} l_{2}}^{*}$ for $l_{1}, l_{2} \in\{1, \ldots, n\}$ denotes the absolute value of the adjoint determinant of $D_{l_{1} l_{2}}$ in the matrix $\left(\underline{\alpha}_{1}, \ldots, \underline{\alpha}_{n}\right)$, then we get from (3.5), (3.6) and Laplace's formula

$$
\begin{aligned}
N^{-1} \Delta & \leq \sum_{1 \leq l_{1}<l_{2} \leq n} D_{l_{1} l_{2}} D_{l_{1} l_{2}}^{*} \\
& \leq C_{10} N^{-(n-2) / n} \max _{1 \leq l_{1}<l_{2} \leq n} D_{l_{1} l_{2}}
\end{aligned}
$$

and this proves the lemma.

Without loss of generality we assume that (3.22) is true for $l_{1}=1$ and $l_{2}=2$. Then we have

$$
\begin{equation*}
D \geq C_{11} N^{-2 / n} \tag{3.23}
\end{equation*}
$$

Notice that we have to renumber the basis at this point in order to get $D \neq 0$.
Now we are able to prove that $\beta$, defined in (3.19), satisfies (3.10). This time the fundamental parallelotope of the lattice spanned by the columns of $U$ is of volume

$$
d(U)=D \cdot \delta^{n-2}=2^{-n(n+1) / 4} \cdot D^{n / 2} \cdot \kappa^{-n(n-2) / 2}
$$

and thus (3.3) and (3.20) yield

$$
\begin{align*}
\left|\beta^{(i)}\right|^{2} & \leq D \cdot \kappa^{-(n-2)} \leq C_{2} \kappa^{-(n-2)} N^{-2 / n} \\
\left|x_{l}\right| & \leq 2^{\left(n^{2}+1\right) /(4(n-2))} \kappa \quad \text { for } 3 \leq l \leq n . \tag{3.24}
\end{align*}
$$

An upper bound for $x_{1}$ and $x_{2}$ follows from

$$
\begin{aligned}
& \left|x_{1} \operatorname{Re} \alpha_{1}^{(i)}+x_{2} \operatorname{Re} \alpha_{2}^{(i)}\right|=\left|\operatorname{Re} \beta^{(i)}-\sum_{l=3}^{n} x_{l} \operatorname{Re} \alpha_{l}^{(i)}\right| \\
& \left|x_{1} \operatorname{Im} \alpha_{1}^{(i)}+x_{2} \operatorname{Im} \alpha_{2}^{(i)}\right|=\left|\operatorname{Im} \beta^{(i)}-\sum_{l=3}^{n} x_{l} \operatorname{Im} \alpha_{l}^{(i)}\right|
\end{aligned}
$$

Applying Cramer's rule, we get in view of (3.5), (3.23) and (3.24),

$$
\begin{equation*}
\left|x_{l}\right| \leq C_{12} \kappa N^{-2 / n} D^{-1} \leq C_{3} \kappa \quad \text { for } l=1,2 \tag{3.25}
\end{equation*}
$$

4. Computational Aspects of the Algorithm. Let $i \in\{1, \ldots, s+t\}$ be again a fixed conjugate direction. Before we give a detailed description of the algorithm, we give some preparatory explanations.

Assume that we know for a $k \in \mathbf{N}$ the number $N_{k}=\left|N_{K \mid \mathbf{Q}}\left(\gamma_{k}\right)\right|$ and an LLLreduced basis $\alpha_{1}(k), \ldots, \alpha_{n}(k)$ of the module $R_{k}=R / \gamma_{k}$.

In order to compute the number $\beta_{k}$ satisfying (2.5), we have to proceed as follows:

- choose $\kappa$,
- set $\delta$ according to (3.14) or (3.18),
- set $U$ according to (3.13) or (3.17),
- apply the LLL-algorithm to the columns of $U$ resulting in $\tilde{U}=U \cdot T$, with $T=\left(t_{l, j}\right)_{1 \leq l, j \leq n} \in \mathbf{Z}^{(n, n)}$,
- set $x_{l}(k) \leftarrow t_{l 1}$ for $1 \leq l \leq n$ and set $\beta_{k} \leftarrow \sum_{l=1}^{n} x_{l} \alpha_{l}(k)$.

But how to choose $\kappa$ ? To make sure that the algorithm yields a maximal system of independent units, we have to choose $\kappa$ such that $\beta_{k}$ satisfies (3.9). Since we know by (3.11) and (2.6) that

$$
\begin{equation*}
N_{k} \leq C_{6} \tag{4.1}
\end{equation*}
$$

this means

$$
\begin{equation*}
\kappa=\max \left\{C_{4}^{-1} C_{6}^{1 / n}, C_{2}^{e_{i} /\left(n-e_{i}\right)}\right\}+\varepsilon \tag{4.2}
\end{equation*}
$$

with an arbitrary small constant $\varepsilon$.

Now in almost all our examples it has turned out to be enough to choose $\kappa$ such that only

$$
\begin{equation*}
\left|\beta_{k}^{(i)}\right|<1 \tag{4.3}
\end{equation*}
$$

in order to compute maximal systems of independent units. This condition is necessary to avoid trivial units. Recall that we have by (3.15) and (3.16), (3.24) and (3.25),

$$
\begin{align*}
& \left|\beta_{k}^{(i)}\right| e_{i} \leq \lambda_{i} \kappa^{-\left(n-e_{i}\right)}, \\
& \left|x_{l}\right| \leq C_{13} \kappa \lambda_{i}^{-1} \quad \text { for } 1 \leq l \leq e_{i},  \tag{4.4}\\
& \left|x_{l}\right| \leq C_{14} \kappa \quad \text { for } e_{i}<l \leq n,
\end{align*}
$$

with

$$
\lambda_{i}=\left\{\begin{array}{l}
\left|\alpha_{1}^{(i)}\right| \text { for } i \leq s,  \tag{4.5}\\
\left|\operatorname{Re} \alpha_{1}^{(i)} \operatorname{Im} \alpha_{2}^{(i)}-\operatorname{Re} \alpha_{2}^{(i)} \operatorname{Im} \alpha_{1}^{(i)}\right| \text { for } i>s
\end{array}\right.
$$

Now on the one hand, we want to satisfy (4.3); on the other hand, we want to make the $\left|x_{l}\right|$ small in order to get units with small coefficients. Hence we have to choose $\kappa$ such that

$$
\begin{equation*}
\lambda_{i} \kappa^{-\left(n-e_{i}\right)}=1-\varepsilon \tag{4.6}
\end{equation*}
$$

with a small number $\varepsilon$, and this means that the bound for $x_{l}, 1 \leq l \leq e_{i}$, increases if $\kappa$ decreases, whereas for the bounds of $x_{l}, e_{i}<l \leq n$, the contrary is true.

So the best thing to do is to renumber $\alpha_{1}(k), \ldots, \alpha_{n}(k)$ such that $\left|\lambda_{i}-1\right|$ is as small as possible and $D_{12} \neq 0$ if $i>s$, and then to fix

$$
\begin{equation*}
\kappa=\lambda_{i}^{1 /\left(n-e_{i}\right)}+\varepsilon . \tag{4.7}
\end{equation*}
$$

The next question we are going to discuss is the representation of the reduced basis $\alpha_{1}(k), \ldots, \alpha_{n}(k)$ and of the number $\beta_{k}$.

Note that all the basis elements have a representation

$$
\begin{equation*}
\alpha_{j}(k)=\frac{1}{N_{k}} \sum_{l=1}^{n} a_{l j}(k) \alpha_{l}(1) \quad \text { for } 1 \leq j \leq n, \tag{4.8}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{k}:=\left(a_{l j}(k)\right)_{1 \leq l, j \leq n} \in \mathbf{Z}^{(n, n)} . \tag{4.9}
\end{equation*}
$$

Since by (3.5) the conjugates of the $\alpha_{j}(k)$ 's are-independent of $k$-all of the same small size, the same is true for the elements of $A_{k}$. Similarly, the number $\beta_{k}$ is representable as

$$
\begin{equation*}
\beta_{k}=\frac{1}{N_{k}} \sum_{l=1}^{n} b_{l}(k) \alpha_{l}(1), \quad b_{l}(k) \in \mathbf{Z} \tag{4.10}
\end{equation*}
$$

and because of (3.11) also the $b_{l}(k)$ 's are small.
Finally, we explain how to decide whether the algorithm terminates, i.e., whether $\gamma_{k+1}=\gamma_{k} \beta_{k}$ is associated with a $\gamma_{Z}, Z \leq k$.

By (2.7) we know that we have to check whether the corresponding modules are equal. A necessary condition is of course $N_{k+1}=N_{Z}$. If this condition is satisfied,
then we have to test whether $A_{Z} \cdot A_{k+1}^{-1} \in \mathrm{GL}(n, \mathbf{Z})$. So we get:
(4.11) Algorithm.

Input: The conjugate direction $i \in\{1, \ldots, s+t\}$.
Rational approximations to the conjugates of the elements of an LLL-reduced basis $\alpha_{1}, \ldots, \alpha_{n}$ of the order $R$. A constant $\varepsilon>0$.**
Output: The unit $\varepsilon_{i}$.

1. Initialization. $a_{l}(1) \leftarrow \alpha_{l}$ for $1 \leq l \leq n$,

$$
\begin{aligned}
N_{1} & \leftarrow 1, \\
k & \leftarrow 1,
\end{aligned}
$$

2. Repeat.
a) Renumber $\alpha_{1}(k), \ldots, \alpha_{n}(k)$ such that $\left|\lambda_{i}-1\right|$ is minimal and $D_{12} \neq 0$ if $i>s$, cf. (4.6).
b) $\kappa \leftarrow \lambda_{i}^{1 /\left(n-e_{i}\right)}+\varepsilon$.
c) Set $\delta$ according to (3.14) or (3.18) and $U$ according to (3.13) or (3.17).
d) Apply the LLL-algorithm to the columns of $U$. The corresponding unimodular transformation is $T=\left(t_{l j}\right)_{1 \leq l, j<n}$.
e) Set $\beta_{k} \leftarrow \sum_{l=1}^{n} t_{l} \alpha_{l}(k), N_{k+1} \leftarrow N_{k}\left|N_{K \mid \mathbf{Q}}\left(\beta_{k}\right)\right|$; compute the coefficients $b_{l}(k), 1 \leq l \leq n(c f .(4.10))$.
f) Compute an LLL-reduced basis $\alpha_{1}(k+1), \ldots, \alpha_{n}(k+1)$ of the module $R_{k+1}=\left(1 / \beta_{k}\right) R_{k}$, applying the LLL-algorithm to $\left\{\alpha_{1}(k) / \beta_{k}, \ldots, \alpha_{n}(k) / \beta_{k}\right\}$. Compute the corresponding representation matrix $A_{k}$ (cf. (4.8)).
g) For $Z=1$ until $k$ : If $N_{Z}=N_{k+1}$ then if $A_{Z} \cdot A_{k+1}^{-1} \in \mathrm{GL}(n, \mathbf{Z})$ then set $\varepsilon_{i} \leftarrow \prod_{l=Z}^{k} \beta_{l}$.

> Return.
h) $k \leftarrow k+1$.

After we have applied this algorithm to every coordinate direction, we know a set $\left\{\varepsilon_{1}, \ldots, \varepsilon_{s+t}\right\}$ of nontrivial units. If this set does not contain a subset of $s+t-1$ independent units, we apply our algorithm again, but with a bigger $\kappa$ in 2 b ).

Tables (see the supplements section at the end of this issue). By the method described, we have computed maximal systems of independent units in the order $\mathbf{Z}[\rho]$ of the field $\mathbf{Q}(\rho)$, where $\rho=\sqrt[n]{D}$ for $6 \leq n \leq 11$. For $n \leq 5$ and $n=6, D<0$, there are efficient methods (cf. [3]) for computing fundamental units; therefore we have omitted these cases. In the tables we use $D$ and $n$ in the above sense. Moreover, we denote by

$$
\begin{aligned}
& \text { P: } \quad \max _{i \in\{1, \ldots, s+t\}}\{\text { number of iterations in direction } i\}, \\
& \mathrm{R}: \quad \text { regulator of the system, } \\
& x_{1}, \ldots, x_{n}: \text { the coefficients of the units in the basis } 1, \rho, \ldots, \rho^{n-1} .
\end{aligned}
$$

[^1]For the sake of readability of the tables we decided not to list the coefficients to more than 8 decimal digits. All the computations were carried out on the CYBER 76 of the University of Cologne. The computation of the units of each field took at most a few CPU-seconds.
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